





INTERN BELEID VOOR HET GEBRUIK VAN AI  


___________________________ [NAAM ONDERNEMING], met zetel gevestigd te __________________________, met ondernemingsnummer _______________________ (hierna: [naam onderneming] geheten, is er zich van bewust dat kunstmatige intelligentie (hierna afgekort en benoemd als “AI”) veel potentiële voordelen kan bieden in de uitvoering en ondersteuning van dagelijkse activiteiten binnen [NAAM ONDERNEMING].

1. Achtergrond

De Europese AI Act[footnoteRef:1] definieert een AI-systeem als een op een machine gebaseerd systeem dat is ontworpen om met verschillende niveaus van autonomie te werken en dat na het inzetten ervan aanpassingsvermogen kan vertonen, en dat, voor expliciete of impliciete doelstellingen, uit de ontvangen input afleidt hoe output te genereren zoals voorspellingen, inhoud, aanbevelingen of beslissingen die van invloed kunnen zijn op fysieke of virtuele omgevingen. [1:  Verordening (EU) 2024/1689 van 13 juni 2024 tot vaststelling van geharmoniseerde regels betreffende artificiële intelligentie.] 


Een generiek AI-systeem is vervolgens een AI-systeem dat in staat is om nieuwe inhoud te ontwikkelen op grond van structuren en patronen die gegenereerd worden uit bestaande (grote) hoeveelheden data. Door middel van geavanceerde algoritmen en neurale netwerken kan een generiek AI-systeem op flexibele wijze bijvoorbeeld teksten, audio, beelden en video creëren waarmee eenvoudig een breed scala aan onderscheiden taken kan worden uitgevoerd.  Voorbeelden van (publieke) generatieve AI-systemen zijn ChatGPT (OpenAI), CoPilot (Microsoft), Gemini (Google), Claude (Anthropic). 

De bedoeling van dit document bestaat erin om de nodige lijnen uit te zetten voor een bewust, veilig, verantwoord en rechtmatig omgaan met het gebruik van (generieke) AI-systemen en dit rekening houdende met de principes verankerd in de Europese AI Act, de Europese Algemene Verordening Gegevensbescherming[footnoteRef:2] (afgekort AVG of, in de Engelse afkorting, GDPR) en de Belgische nationale wetgeving ter uitvoering van de AVG (de Wet van 30 juli 2018). [2:  Verordening (EU) 2016/679 van 27 april 2016 betreffende de bescherming van natuurlijke personen in verband met de verwerking van persoonsgegevens en betreffende het vrije verkeer van die gegevens.] 



2. Toepassing

Dit beleid dient nageleefd te worden door alle personeelsleden, zelfstandige medewerkers, stagiairs, aangestelden en anderen die namens en ten behoeve van de activiteiten van [NAAM ONDERNEMING] gebruik maken van AI-systemen (hierna aangeduid als een “Gebruiker”).


3. Contactgegevens

In geval van vragen, opmerkingen en/of over de inhoud van de hierna opgenomen beleidsregels of de uitvoering van verplichtingen in het kader van huidig beleid, kan en zal de Gebruiker zich richten tot de volgende contactpersoon die werd aangesteld door [NAAM ONDERNEMING]: 

Naam: 			___________________________
E-mailadres: 		___________________________
Tel/GSM:		___________________________

De Gebruiker kan zich met technische vragen of opmerkingen tevens richten tot de verantwoordelijke netwerk- en/of systeembeheerder die werd aangesteld door [NAAM ONDERNEMING]: 	Comment by Geert Philipsen: optioneel

Naam:			__________________________
E-mailadres:		__________________________
Tel/GSM:		__________________________


4. Beleidsregels

[bookmark: _Hlk209176285]4.1.	WELKE GENERIEKE AI-SYSTEMEN MAG DE GEBRUIKER AANWENDEN VOOR DE UITVOERING VAN ZIJN TAKEN? 

[bookmark: _Hlk208940556]4.1.1	De Gebruiker erkent dat hij louter en alleen gebruik mag maken van die AI-systemen waarvan het gebruik door [NAAM ONDERNEMING] expliciet en ondubbelzinnig is toegestaan (hierna ook “Toegelaten AI-Systemen” genoemd). 
4.1.2 [bookmark: _Hlk208940479]De Gebruiker erkent dat hij uitsluitend toegang mag nemen tot de in artikel 4.1.1 bedoelde generatieve AI-systemen via de door [NAAM ONDERNEMING] aangereikte logingegevens. Het is de Gebruiker dan ook ten stelligste verboden om binnen het kader van de uitvoering van diens taken ten behoeve van  [NAAM ONDERNEMING] toegang te nemen tot AI-systemen via een eigen, persoonlijke account.
4.1.3 Het is de Gebruiker verboden om in het kader van zijn/haar werkzaamheden voor [NAAM ONDERNEMING]  in te loggen op Toegelaten AI-Systemen via persoonlijke apparaten.
4.1.4	De Gebruiker verklaart dat hij de door de [NAAM ONDERNEMING] verkregen logingegevens ten alle tijden zorgvuldig zal beheren en in geen enkel geval zal delen met derden. Wanneer de Gebruiker een vermoeden heeft van misbruik van de logingegevens zal hij dit per onmiddellijk melden aan de door [NAAM ONDERNEMING] aangestelde contactpersoon of desgevallend de aangeduide netwerk/systeembeheerder.  

[bookmark: _Hlk209176531]4.2.	WAARVOOR KUNNEN DE TOEGELATEN AI-SYSTEMEN GEBRUIKT WORDEN?

4.2.1	De Toegelaten AI-Systemen worden in de eerste plaats gebuikt in overeenstemming met de richtlijnen die door [NAAM ONDERNEMING] daarover worden verstrekt.
4.2.2	Voor Toegelaten AI-Systemen die een ruime inzetbaarheid hebben en niet op één specifieke taak gericht zijn, geldt dat de Gebruiker deze kan aanwenden voor de loutere ondersteuning van zijn taken, om de efficiëntie in de uitoefening van zijn professionele taken te verhogen zoals bijvoorbeeld: 

· het optimaliseren van agendabeheer;
· het opzoeken en/of samenvatten van informatie;
· het taalkundig of inhoudelijk optimaliseren van door de Gebruiker geschreven teksten.
4.2.3 De Gebruiker erkent dat hij verantwoordelijk blijft voor zijn werkzaamheden en kan zich niet verschuilen achter de door AI-systemen gegenereerde output om zich te onttrekken aan zijn verantwoordelijkheid in de uitoefening van zijn taken en de daarbij geproduceerde stukken. Het voorgaande kan enkel beperkt worden indien [NAAM ONDERNEMING] uitdrukkelijk heeft aangegeven dat een bepaald gebruik de verantwoordelijkheid van de Gebruiker beperkt en mits de daarbij desgevallend in acht te nemen voorwaarden vervuld zijn.
[bookmark: _Hlk209177253]
4.3 HOE KAN DE GEBRUIKER DE TOEGELATEN I-SYSTEMEN OP EEN VEILIGE MANIER GEBRUIKEN? 

4.3.1 [NAAM ONDERNEMING] zet in op opleiding voor correcte en verantwoorde toepassing van AI. Het gebruik van AI toepassingen kan gekoppeld worden aan verplicht te volgen opleiding(en).
4.3.2 [bookmark: _Hlk209172177]De Gebruiker zal enkel bedrijfsgevoelige of vertrouwelijke informatie of persoonsgegevens in de zin van artikel 4, 1) GPDR ingeven in een Toegelaten AI-Systeem waarvan [NAAM ONDERNEMING] uitdrukkelijk heeft aangegeven dat dit, middels gebruik via het door [NAAM ONDERNEMING] aangereikte account en de bijhorende logingegevens, voldoende vertrouwelijkheidsgaranties biedt. 
4.3.3 De Gebruiker zal de resultaten die gegenereerd worden door een Toegelaten AI-Systeem steeds beschouwen als een louter hulpmiddel hetgeen betekent dat de Gebruiker deze resultaten telkens zal onderwerpen aan zijn eigen deskundigheid en expertise. De Gebruiker erkent dat menselijke tussenkomst en eindverantwoordelijkheid bij de gegenereerde output essentieel is en blijft. 
4.3.4 De Gebruiker zal er zich te allen tijde bewust van zijn dat de gegevens die gegenereerd worden door de Toegelaten AI-Systemen niet feilloos zijn en dat dergelijke systemen vooringenomen, foutieve of achterhaalde resultaten kunnen produceren. De Gebruiker zal de gegenereerde resultaten dan ook nauwkeurig en kritisch evalueren en desgevallend aanpassen. 
4.3.5 [bookmark: _Hlk209191788]De Gebruiker zal naar [NAAM ONDERNEMING] en zijn leidinggevenden intern altijd transparant communiceren over het gebruik van AI-Systemen. 
4.3.6 In geval van twijfel over de correctheid van de door het generatieve AI-systeem gegenereerde output zal de Gebruiker ervoor opteren om de informatie niet te gebruiken dan wel om minstens te overleggen met een eindverantwoordelijke binnen de onderneming van [NAAM ONDERNEMING] alvorens de informatie te gebruiken en te verwerken in communicatie met derden of anderszins. 
4.3.7 De Gebruiker zal enkel na goedkeuring door diens leidinggevende of de eindverantwoordelijke van [NAAM ONDERNEMING], in communicatie met derden meedelen of en hoe gebruik werd gemaakt van AI-systemen bij de uitvoering van de activiteit. 
4.3.8 De Gebruiker erkent dat het genereren van informatie door generatieve AI energie-intensief is en een belastende impact heeft op het milieu. De Gebruiker zal daarom enkel gebruik maken van generatieve AI indien dat dit een meerwaarde zal opleveren.	Comment by Geert Philipsen: optioneel


4.4 [bookmark: _Hlk209192475]WELK GEBRUIK IS VERBODEN? 

4.4.1 De Gebruiker zal zich onthouden van het in gebruik stellen of het gebruiken van een AI-systeem dat subliminale technieken toepast, waardoor een persoon of personen een besluit nemen dat zij anders niet hadden genomen. De Gebruiker zal dergelijke technieken derhalve niet gebruiken voor de uitvoering van zijn taken.
4.4.2 De Gebruiker zal AI-systemen niet gebruiken voor de evaluatie of classificatie van natuurlijke personen of groepen personen gedurende een bepaalde periode op basis van hun sociale gedrag of bekende, afgeleide of voorspelde persoonlijke of persoonlijkheidskenmerken, waarbij de sociale score een of beide van de volgende gevolgen heeft:
· de nadelige of ongunstige behandeling van bepaalde natuurlijke personen of groepen personen in een sociale context die geen verband houdt met de context waarin de data oorspronkelijk werden gegenereerd of verzameld; 
· de nadelige of ongunstige behandeling van bepaalde natuurlijke personen of groepen personen die ongerechtvaardigd of onevenredig met hun sociale gedrag of de ernst hiervan is. 
4.4.3 In aanvulling op het voormelde zal de Gebruiker geen gebruik maken van de Toegelaten AI-Systemen op een manier die strijdig is met enige wettelijke, sectorale of deontologische norm of die in strijd is met de instructies van [NAAM ONDERNEMING].

[bookmark: _Hlk209194696]
4.5 REGELS VOOR HET WAARDIG EN GEDISCIPLINEERD GEBRUIK VAN IT-INFRASTRUCTUUR

4.5.1 De Gebruiker verbindt er zich toe om zijn computer en/of laptop nooit onbeheerd achter te laten zonder eerst de schermbeveiliging te activeren en voldoende  veiligheidsmaatregelen te nemen om misbruiken te verhinderen. Hieruit volgt dat de Gebruiker ook nooit zijn computer en/of laptop zal achterlaten zonder zich eerst uit te loggen uit het gebruikte AI-systeem. 
4.5.2 De Gebruiker verbindt er zich toe om steeds de nodige zorgvuldigheid in acht te nemen bij het openen van de in artikel 1.1 bedoelde AI-systemen. Dit betekent dat de Gebruiker een AI-systeem nooit zal openen via een link die wordt verkregen per e-mail of via een andere weg dan deze geïnstrueerd door [NAAM ONDERNEMING].
4.5.3 Indien de Gebruiker niet langer actief zal zijn binnen de organisatie van [NAAM ONDERNEMING] zal de Gebruiker de verkregen logingegevens om toegang te nemen tot de in artikel 1.1 bedoelde AI-systemen onmiddellijk terugbezorgen aan [NAAM ONDERNEMING] en verklaart de Gebruiker dat hij deze niet verder zal gebruiken.


4.6 REGELS IN GEVAL VAN VASTGESTELDE OF VERMOEDELIJKE MISBRUIKEN

4.6.1 Indien de Gebruiker eventuele lacunes, incidenten in de beveiliging van het systeem van [NAAM ONDERNEMING] of in de beveiliging van het in artikel 1.1. bedoelde AI-systeem ontdekt of vermoedt waardoor de veiligheid van het bedrijfsgevoelige, vertrouwelijke  of persoonsgegevens [NAAM ONDERNEMING] in het gedrag komt, zal hij zulks onmiddellijk melden aan de contactpersoon van [NAAM ONDERNEMING]. 
4.6.2 In geval de Gebruiker vaststelt dat er hacking of enige andere vorm van misbruik heeft plaatsgevonden of dreigt plaats te vinden van de gebruikte Toegelaten AI-Systemen, zal hij dit onmiddellijk meedelen aan de contactpersoon die [NAAM ONDERNEMING] heeft aangesteld alsook aan de verantwoordelijke netwerk- en/of systeembeheerder. In ieder geval dient de Gebruiker zich te onthouden van verdere login pogingen op het betrokken AI-systeem tot nader order van [NAAM ONDERNEMING]. Indien noodzakelijk is [NAAM ONDERNEMING] gerechtigd om alle of gedeeltelijke toegangen van de IT-middelen die zijn aangesloten op haar netwerk, te blokkeren. 
4.6.3 [bookmark: _Hlk209196192][bookmark: _Hlk209195933]De Gebruiker erkent dat indien hij misbruik maakt van het gebruik van de in artikel 1.1. bedoelde AI-systemen of hier nalatig mee omgaat (en dus in strijd handelt met onderhavig beleid) de Gebruiker een tekortkoming begaat in de uitoefening van zijn werkzaamheden ten aanzien van [NAAM ONDERNEMING]. Onverminderd eventuele sancties kan dit leiden tot het afnemen of opschorten van de toegang tot AI-systemen.


5. Permanente evaluatie 

Het AI-beleid wordt regelmatig geëvalueerd en aangepast in functie van technologische evoluties, juridische ontwikkelingen en ethische inzichten.
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